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Abstract

The policy optimization problem for dynamic power
management has received considerable attention in the re-
cent past. We formulate policy optimization as a con-
strained optimization problem on continuous-time Semi-
Markov decision processes (SMDP). SMDPs generalize the
stochastic optimization approach based on discrete-time
Markov decision processes (DTMDP) presented in the ear-
lier work by relaxing two limiting assumptions. In SMDPs,
decisions are made at each event occurrence instead of at
each discrete time interval as in DTMDP, thus saving power
and giving higher performance. In addition, SMDPs can
have general inter-state transition time distributions, allow-
ing for greater generality and accuracy in modeling real-
life systems where transition times between power states are
not geometrically distributed.

1 Introduction

Dynamic power management is a widely-employed low-
power design technique. Dynamic power management effi-
ciently exploits system resources by controlling their mode
of operation and selectively shutting down system compo-
nents when they are idle. Dynamic power management is
profitably exploited at many abstraction levels (refer to [2]
for a review). In this paper we focus on system-level
power management. The abstract model of the system re-
sources adopted in system-level power management is state-
based [9] where each state represents modes of operation
that trade off performance for power. State transitions are
controlled by commands issued by a power manager (PM)
that observes the workload of the system and decides the
when and how to force power state transitions. We call
power management policy (policy for brevity) the control
law adopted by the power manager for deciding upon the
state of operation of the system and the system components.

In this paper, we focus on the policy optimization prob-
lem, which can be summarized as designing the control
law that minimizes power under performance constraints
(or maximizes performance under power constraint). Sev-
eral heuristic power management policies based on work-
load prediction have been investigated in the past [5, 15, 7]
but no strong optimality result has been proven. Policy op-
timization has recently been formulated as a stochastic op-
timization problem on discrete-time Markov decision pro-
cesses (DTMDP) [12].

The contribution of this work is to relax two major as-
sumptions made in the DTMDP formulation. First, we
move from a discrete-time to a continuous-time model. As
a result, we can implement an event-driven power manager,
as opposed to a clock-driven manager which is required in
the DTMDP model. Event-driven PMs are inherently more
power efficient than clock-driven PMs because they make
decisions only in response to the changes in the workload
and in the state of operation of the system without creat-
ing additional activity on each clock cycle when the sys-
tem is idle. Second, we propose a stochastic model based
on Semi-Markov decision processes [14] for the formula-
tion of policy optimization and we describe a procedure for
its exact solution. The semi-Markov model is considerably
more general than the Markov model as it allows general
inter-state time distributions instead of requiring geometric
or exponential distributions. As a result, it can accurately
represent a larger class of systems. The solution of policy
optimization for SMDPs is computed in polynomial time by
solving a linear optimization problem.

2 Related work

Systems are usually designed for peak performance un-
der a worst-case workload although they typically oper-
ate under non-uniform workloads. Power management fo-
cuses on minimizing power waste when the system is under-
utilized. When power state transitions are almost instanta-
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neous, the optimum power management policy is trivial: re-
sources should be shut down as soon as they become idle.
In many practical cases, however, transitioning to and from
a low power state is expensive in terms of time and power.
For example, transitioning from a sleep state to an active
state can be a slow and power-consuming process, as in the
case of hard-disk drives, where the disk must be accelerated
to a very high speed [8]. When transitions to and from sleep
states are non-instantaneous, the policy optimization prob-
lem becomes non-trivial, and effective policies that min-
imize power without compromising performance are re-
quired.

Shut-down policies for hard-disk drives have been exten-
sively studied in the past (refer to [5] for a complete set of
references). The timeout policy is by far the most common
in practice. Timeout policies assume that there is a high
probability of having a long idle period if the system has
been idle for a longer period. Their main limitation is that
they waste power while waiting for the timeout to expire.
More aggressive power management policies for hard disks
are predictive, i.e., they attempt to predict future idle times
based on past history [5, 4, 6, 10]. Shutdown is performed
as soon as the system is idle, if the predictor estimates that
the idle period is going to be long. Several predictive or
timeout-based power management policies have been stud-
ied for interactive terminals, such as personal digital assis-
tants and electronic clipboards, etc. [15, 7, 1].

A common feature of all the above mentioned ap-
proaches is that policies are formulated heuristically, then
tested with simulations or measurements to assess their ef-
fectiveness. The policy optimization technique proposed
by Paleologo et al. [12] formulates a probabilistic system
model based on discrete-time Markov decision processes
(DTMDP). In contrast with previous work, policy optimiza-
tion can be solved exactly and efficiently in the DTMDP
model.

The main limitations of the stochastic optimization ap-
proach proposed in [12] are the assumption of a dis-
crete time setting, and the assumption of geometrically-
distributed transition times between states. PM decisions
are synchronized to the system clock. This assumption im-
plies that the PM must wake up at every clock tick to is-
sue a command, even when the system is idle, thus wasting
power. The assumption of geometrically-distributed state
transition times may not hold in many practical cases. For
instance, transition times may be deterministic or uniformly
distributed.

We generalize DTMDP with the Semi-Markov deci-
sion process (SMDP). SMDP allows the power manager to
choose actions whenever the system state changes in contin-
uous time, instead of at each discrete time increment. Thus
the model becomes event-driven which is more appropriate
for the event-driven environment found on most computers

and embedded systems. In contrast with the Continuous-
time Markov decision process (CTMDP) [13] where the
times spent in a state are exponentially distributed,e Tbe
Semi-Markov decision process allows the time between
transitions to follow arbitrary probability distribution. The
next section introduces the theoretical background of the
SMDP.

3 Theoretical Background

In this section we review the Semi-Markov decision pro-
cess optimization problem [14]. We use upper-case bold
letters (e.g., M) to denote matrices, lower-case bold letters
(e.g., v) to denote vectors, calligraphic letters (e.g., S) to
denote sets, upper-case letters (e.g., S) to denote scalar con-
stants and lower-case letters (e.g., s) to denote scalar vari-
ables.
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Figure 1. SMDP Progression

In SMDP decisions are made at times of event oc-
currences, called decision epochs. A sample path con-
sists of a series of decisions taken at each decision epoch
i � �� �� �� � � � Figure 1 shows a sample progression of the
SMDP through decision epochs. Inter-event time set is de-
fined as T � fti� s.t. i � �� �� �� � � � � Tg where each ti is
the time between the two successive event arrivals Let S be
a finite system state space, with cardinality S. We denote
by si � S the system state at decision epoch i. Commands
are issued whenever the system state changes. We define
an action set A with cardinality A. We denote by ai � A
an action (or command) that is issued at decision epoch i.
When action ai is chosen in system state si, the probability
that the next event will occur by time ti is defined by the
cumulative probability distribution E�tijsi� ai�. Also, the
probability that the system transition to state si�� at or be-
fore the next decision epoch ti is given by p�si��jti� si� ai�.
The total elapsed time including the time spent in the cur-
rent state si is �i �

Pi
j�� tj .

The SMDP model also defines cost metrics. The ex-
pected total cost incurred between two successive decision
epochs (events) is defined in Equation 1 as a sum of the
lump sum cost k�si� ai� incured when action ai is chosen in
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state si, followed by the cost incured at rate c�si��� si� ai�
as long as the system is in state si�� after choosing action
ai in state si.

cost�si� ai� � k�si� ai� �
�R
�

E�dujsi� ai�
P

si���S

uR
�

e��tc�si��� si� ai�p�si��jti� si� ai�dt(1)

Notice that we chose discounted total cost formulation,
where future costs are exponentially scaled down. The dis-
count factor � takes into account the uncertainty of future
costs [14].

A policy � in SMDP is a discrete, semi-infinite sequence
of decisions, one for each time epoch. In this work we con-
sider Markovian randomized stationary policies. Such poli-
cies can be compactly represented by associating a value
x�s� a� � � to each state and action pair in the SMDP. The
value x�s� a� is the probability of issuing command a when
the system is in state s. It has been shown that the exact and
optimal solution to the SMDP policy optimization problem
always belong to the set of Markovian randomized station-
ary policies [14].

To compute the optimal policy we need to minimize the
expected total discounted cost. The total expected cost for
policy � is defined as the sum of expected costs paid at each
decision epoch, discounted to their present value as shown
below.

v��s�� � E�f

�X
i��

e���icosti���si�g (2)

In the case of the stationary policy, the value of total ex-
pected cost for each initial system state is given by:

v� � cost� �M�v� (3)

where M� is S � S matrix with elements m�si��jsi� ai�
defined by:

m�si��jsi� ai� �

�Z
�

e��tp��si��jti� si� ai�E��dtjsi� ai�

(4)

Notice that E� and p� for policy � can be easily derived
from E and p [14]. The optimal solution the policy opti-
mization problem is the one that minimizes expected total
cost:

v � min
�
fcost� �M�vg (5)

The policy optimization problem can be solved in polyno-
mial time (in S �A) by several well-known algorithms, such
as value iteration, policy iteration, action elimination or lin-
ear programming [14]. The unconstrained version of the
problem can be augmented with constraints on different cost
metrics without changing its complexity.

4 System Model

We use Semi-Markov decision process to perform op-
timization of energy consumption under performance con-
straint (or vice-versa) in two different applications: a hard
disk in a laptop computer and a personal communication in-
teractive device that is an extension of the SmartBadge [11],
XBadge.

User DiskQueue

Power
Manager

Figure 2. System Model

The system we are modeling consists of the service re-
questor – SR (user) and service provider – SP (hard disk
or XBadge) with queue – Q (the buffer associated with the
disk or with the XBadge) as shown in Figure 2. The power
manager observes the states of the service provider, the ser-
vice requestor and the queue at each event occurrence and
makes decisions on what state the hard disk should transi-
tion to next, in order to minimize energy consumption for
a given performance constraint. Each system component is
described in detail in the next sections.

4.1 Service Requestor

The service requestor is the user of the device. We an-
alyzed user’s behavior in accessing the hard disk using a
PC running Windows operating system with standard soft-
ware. As can be seen from the Figure 3, the request inter-
arrival times follow most closely exponential distribution.
In the case of the XBadge, we monitored the accesses to
the Xserver. Again, we found that we can model the inter-
arrival times using exponential distribution with rate of ��	
requests/s. Thus we can model the service requestor with
rate �SR and the request interarrival time �

�SR
where the

probability of the hard disk or the XBadge receiving a user
request within time interval t follows the cumulative proba-
bility distribution shown below.

ESR�t� � �� e��SRt (6)

Notice that in this case we are assuming that the user request
rate is known and stationary. Non-stationary user request
rates can be treated using an adaptive policy interpolation
procedure similar to the approach presented in [3].
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Figure 3. Hard Disk Interarrival Time Distribu-
tion

4.2 Service Provider

The hard disk or the XBadge are service providers with
multiple power states. The XBadge has three power states:
active, idle and standby. The hard disk interface supports
the ACPI standard [9]. The hard disk we used has three
states: active, idle and low-power idle.
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Figure 4. Hard Disk Service Time Distribution

In the active state, the service provider services requests
coming from the user. Service times on the PC most closely
follow an exponential distribution as shown in the Figure 4.
The average service time is defined by �

�SP
where �SP is

the average service rate. Service rate of the XBadge ac-
cessing the server can also be modeled with the exponential
distribution. Equation 7 defines the cumulative probability
of the service provider servicing a user request within time
interval t.

ESP �t� � �� e��SP t (7)

The Travelstar 3GN [8] hard disk we used in our exper-
iments supports two low-power states – idle with a power
consumption of ��
W and low-power idle that consumes
only ���	W . In contrast, the power consumption in the ac-
tive state is ���W . The hard disk automatically transitions
into idle state as soon as it is done reading or writing to the
disk. In this state the disk is kept spinning and all the elec-
tronics are powered up so that the time required to transition
into the active state is small.

Power manager can control the transitions between the
active and the low-power idle (LPidle) state. Once in LPi-
dle state, the hard disk waits for the service request ar-
rival before returning back to the active state. The transi-
tion between active and LPidle states is best described us-
ing uniform distribution, where t� and t� can be defined as
tave ��t and tave ��t respectively. The transition from
the active state into the LPidle state takes on average �ms
with variance of �ms. The transition back into the active
state is much longer, requiring 
�ms on average with 	ms
variance. The cumulative probability function for the uni-
form distribution is shown below.

ESP �t� �

�
t�t�
t��t�

t� � t � t�
� otherwise

(8)

The XBadge also supports two lower power states: idle
and standby. The idle state is entered by each component
in the system as soon as that particular component is not
accessed. That transition is very fast, so the transition time
can be neglected as compared to other rates in the system.
The entry into the standby state requires a special command
sequence for all the components on the XBadge and is thus
under the full control of the power manager. Similar to the
hard disk, the transition from standby into the active state
can be best described using the uniform probability distribu-
tion. Components in the XBadge, the power states and the
transition times of each component from standby into active
state are shown in the Table 1. Note that the XBadge con-
sists of two types of data memory – slower SRAM (1MB,
80ns) from Toshiba and faster DRAM (4MB, 20ns) from
Micron that is used only during MPEG decode.

Table 1. XBadge component characteristics

Component Active Idle Standby tave
Pwr (mW) Pwr (mW) Pwr (mW) (ms)

Display 1000 1000 100 100
RF Link 1500 1000 100 80
SA-1100 400 170 0.1 10
FLASH 75 5 0.023 0.6
SRAM 115 17 0.13 5.0
DRAM 400 10 0.4 4.0

Total 3.5 W 2.2 W 200 mW 150 ms

4.3 Queue

Queue models buffering of the service requests that oc-
curs in accessing the hard disk or the portable communi-
cation device such as the XBadge. Since we did not have
access to the detailed information about the real-time size
of each queue, we measured the queue size with an exper-
iment on a real hard disk using a typical user trace. The
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maximum queue size measured is 9 jobs, with average of
0.8.

Measurement of queue size was not possible for the
XBadge. But, since its service rate is much higher than the
service rate of the hard disk, and the request arrival rate is
comparable, we can safely assume that the maximum queue
size of 10 jobs is applicable in this case as well.

The number of requests pending in the queue is defined
as the queue state. We are assuming that there is no pri-
ority associated with the requests and that the queue has
final capacity, hence once the limit is reached, a large delay
penalty is paid. The queue is filled by the service requestor
and emptied by the service provider.

4.4 System States

Each system state can be characterized by the power con-
sumption in the state, the number of jobs in the queue (i.e.,
performance penalty) and the probability distribution defin-
ing the time spent in the state. Table 2 shows system state
transitions. Commands are represented with S (go to sleep)
and W (wakeup). The exponential transition time proba-
bility density function (exp) is a function of the transition
rate shown in parenthesis. The uniform transition time pdf
(unf) is a function of the average transit time. For example,
when a job arrives to the system that is in the active state D�
with q � � jobs waiting in the queue, the next state will be
�D�� q � �� and the transition time between the two states
depends on the exponential time distribution exp��SR�.

Table 2. System State Transitions

Current Event Next Pdf
State (Command) State Transit
(SP,Q) (SP,Q) Time

(D0,q � �) arrival (W) (D0,q � �) exp(�SR�
(D1,0) arrival (W) (D0,1) exp(�SR�
(D0,q � �) done (W) (D0,q � �) exp(�SP �
(D0,1) done (W) (D1,0) exp(�SP �
(D1,0) sleep (S) (D3,qa) unf(taveS)
(D3,0) arrival (W) (D3,1) exp(�SR�
(D3,q) wakeup (W) (D0,q � qa) unf(taveW )

5 Results

The Semi-Markov decision process formulation allows
us to derive the optimal policy that minimizes energy con-
sumption while maximizing performance. In order to com-
pare the results of optimization, we developed a simulator
for event-driven systems such as the hard disk in a laptop or
the XBadge.

Inputs to the simulator are the system description, the
expected time horizon, the number of simulations to be per-
formed and the policy. The system description is charac-
terized by the power consumption in each state, the per-
formance penalty, and the function that defines the transi-
tion time pdf and the probability of transition to other states
given a command from the power manager. The policy is
directly obtained from the results of the optimization. For
each simulation to be performed, the simulation length is
computed using exponential distribution and the expected
duration �	�. In each state power manager decides what
command to give to the service provider based on the policy
implemented. In addition, once a command is chosen, the
probability of transition into the next state and the expected
time until the next event are computed using the system de-
scription.
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Figure 5. Hard Disk Simulation Results

The results of the simulation are within a few percent
of the optimization. The trade-off of performance versus
energy for the hard disk is shown in Figure 5 and for the
XBadge in Figure 6. Energy (Joules) and performance
penalty (seconds) are the totals spent during a 7200 second
simulation with the probability of the power manager issu-
ing a sleep command shown on the x-axes. Performance
penalty is measured in total seconds that all requests waited
in the queue before being serviced by the service provider.

In the case of the XBadge, increasing the probability of
issuing a sleep command from 0.15 to 0.30 decreases the
energy consumption by 36% while increasing the perfor-
mance penalty by 27%. The energy consumption is two
times larger with an “always-on” policy as compared to the
0.3 probability of issuing sleep command. Similar results
can be seen for the hard disk. The energy consumption of
the disk is 1.5 times lower with the 0.3 probability of going
to sleep as compared to an “always-on” policy. The perfor-
mance penalty increases 32% from a 0.15 to a 0.3 probabil-
ity of going to sleep.

We compare the results obtained with our accurate Semi-
Markov decision process model to the Continuous-time
Markov decision process results [13]. CTMDP assumes
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Figure 6. XBadge Simulation Results

that all state transitions are exponentially distributed, in-
cluding the transitions between the active and LPidle or
standby states that are better described by uniform distribu-
tion. As a result, CTMDP tends to underestimate the total
energy consumption and performance penalty by as much
as 25% in the hard disk example and 24% for the XBadge.
Table 3 summarizes the results for the different policies im-
plemented on the hard disk and the XBadge. Each policy is
represented by the probability of issuing a sleep command
while in the idle state, p(S). We show the percent difference
in both the total energy and the total performance penalty
between SMDP and CTMDP.

Table 3. SMDP and CTMDP Results

Policy Hard Disk Hard Disk XBadge XBadge
p(S) �Energy �Delay �Energy �Delay

0.0 0% 0% 0% 0%
0.3 1% 1% 4% 4%
0.5 3% 5% 17% 18%
0.6 18% 18% 24% 22%
0.8 14% 14% 7% 5%
1.0 25% 25% 5% 5%

6 Conclusions

The main contribution of this paper is the development of
the Semi-Markov decision process (SMDP) model for the
formulation of policy optimization in event-driven systems.
This model generalizes the previous approaches by allow-
ing event-based policy implementation instead of discrete
time. In addition, it allows for arbitrary transition time dis-
tributions between the system states instead of limiting the
transition time to either a geometric distribution as required
by the DTMDP or to an exponential distribution required by
the CTMDP.

We analyzed two case studies - the Travelstar hard disk
and the XBadge that clearly reflect the trade-off between the

performance and the energy consumption. In addition, we
developed a simulator for event-driven power management
and found that its results were within a few percent of the
optimization output. With our approach a system designer
can quickly select the optimal policy given constraints in
terms of energy and performance.
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